The Syntactic Ngrams Corpus

This file describes the syntactic-ngrams dataset, the data organization and data format,
as well as provide examples of the kinds of syntactic structures that are available.
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OVERVIEW

The syntactic ngrams corpus contain dependency tree fragments from automatically parsed
English text. The dependency trees follow the Stanford basic-dependencies scheme’, and the
underlying corpus is the Google English Books collection. Each syntactic-ngram is
accompanied with a corpus-level occurrence count, as well as a time-series of counts over
the years.

When creating the syntactic-grams corpus, we aimed to make it useful for many aspects of
linguistic study and language modeling, including both syntactic and lexical-semantic aspects
of language.

We provide several datasets, each with a different representation. The different
representations provide different views of the data, and lend themselves to different kinds of
analyses. Some of the representations are inspired by current work in corpus-based models,
while others are more open ended and designed for facilitating higher-order explorations.

The kinds of data we provide should allow researchers to extract from them most, if not all, of
the syntactic patterns that were used in previous works on syntax-based vector space models
2 and many others. In particular, the tree-fragments we provide include all of the syntactic
paths used in Pado and Lapata 2007 as well as the syntactic patterns in Baroni and Lenci
2010.

Additional information can be found in the accompanying research paper:

“A Dataset of Syntactic-Ngrams over Time from a Very Large Corpus of English Books”, Yoav
Goldberg and Jon Orwant, 2013.

The data is available for download at:
http://storage.googleapis.com/books/syntactic-ngrams/index.html

' With the exception that copular verbs are treated as heads of their expressions.
2 Different work use different syntactic parsers and different dependency schemas to the ones used in this

corpus, and so we could not guarantee a direct correspondence. However, patterns in the spirit of all the
syntactic patterns in used in these previous efforts are all covered in this dataset.


http://storage.googleapis.com/books/syntactic-ngrams/index.html

DATA ORGANIZATION

This release is composed of several corpora (eng, eng-1M, eng-fiction, eng-us,
eng-gb), and each corpus is divided into 14 collections, each collection contain different
kinds of syntactic structures.

The available collections are: nodes, arcs, biarcs, triarcs, quadarcs,
extended-nodes, extended-arcs, extended-biarcs, extended-triarcs,
extended-quadarcs, verbargs, unlex-verbargs, nounargs, unlex-nounargs

Each collection is divided into 99 gzipped text files (numbered 00 to 98).

Each line in the files represent a unique syntactic ngram. The first element in each line is the
head word of the ngram.

All the lines in a collection are sorted in lexicographic order.



DATA FORMAT

Each line represents one syntactic ngram. The format of a line is:
head word<TAB>syntactic-ngram<TAB>total count<TAB>counts by year

The counts by year formatis a tab-separated list of year<comma>count items. Years
are sorted in ascending order, and only years with non-zero counts are included.

The syntactic-ngram format is a space-separated list of tokens, each token format is
“word/pos-tag/dep-label/head-index”.

The word field can contain any non-whitespace character. The other fields can contain any
non-whitespace character except for /.

pos-tag is a Penn-Treebank part-of-speech tag.
dep-label is a stanford-basic-dependencies label.

head-index is an integer, pointing to the head of the current token. “1” refers to the first token
in the list, 2 the second, and 0 indicates that the head is the root of the fragment.

Example of a syntactic-ngram:
cease/VB/ccomp/0 for/IN/prep/l some/DT/det/4 time/NN/pobj/2

Example of a complete line:

cease cease/VB/ccomp/0 for/IN/prep/l an/DT/det/4 instant/NN/pobj/2

56  1834,2 1835,1 1856, 1 1863,1 1871,1 1872,1
1874,1 1875, 3 1880, 2 1883,2 1889,1 1904,7
1905, 2 1915,5 1918,1 1961,1 1963,5 1973,2
1975,1 1977,1 1981, 2 1987, 2 1988,1 1989,1

1991,1 1996,5 2000,1 2008, 2



TERMINOLOGY AND CONCEPTS

All data is lowercased.

Heads:
The root of a tree-fragments is called its head.

Functional markers vs. content words:

We distinguish relations between content-words from relations including a word is a functional
marker. We identify the functional markers by the dependency-label assigned to them by the
parser. A subset of the dependency-labels such as determiners, negators, auxiliary verbs
and possessives are treated as indicating “functional markers” (for a complete list see
appendix A), while the rest of the labels are treated as “content words”. We only consider
dependency arcs between content words. For some of the datasets (marked as “extended”)
we add all of the functional markers that modify any of the content words.

Collapsed Relations:

Some dependency relations which involve more than one arc are considered as a single arc
when constructing the tree fragments. That is, if one of the arcs in a complex relation is
included in a tree-fragments, the other arcs in the complex relation are included as well, and
are counted together as a single dependency arc. This is similar in spirit to the “collapsed
representation” of the Stanford-dependencies, but the collapsing is reflected only in the set of
nodes and arcs in the tree fragments, and not in the actual tree structure.

Specifically, collapsing applies to:

Prepositions: chains of (A prep B, B pobj C) or (A prep B, B pcomp C) are treated as a single
arc. Whenever A and B are included, C will be included as well, and whenver B and C are
included A is included as well.

Conjunctions: Words with the “cc” relation that have a sibling with a “conj” relation will be
included whenever the word with the “conj” relation is included, and will never be included
when the word with the conj relation is not included. Words with the “cc” relation and without
a sibling with a “conj” relation are treated as regular content words.

Multiword Expressions: whenever a content word has modifiers with the “mwe” label, all of the
modifiers are included in the structure together with the content word. This relies on the
parser to assign the “mwe” label, which happens for some expressions seen in the training
data.

Lexicalized vs. Unlexicalized:



A tree-fragment is composed of tokens. We refer to a token as “lexicalized” if it includes the
word form, and “unlexicalized” otherwise. Information about unlexicalized tokens include their
part-of-speech, the dependency relations with respect the their head token, and the identity of
the head if it is part of the tree fragment, but not the word form which is replaced with a
wildcard *W* symbol. Information about a lexicalized token includes all of the above

mentioned information, as well as the word form. All the tokens are lexicalized unless we
note otherwise.

Frequency Cutoff

In order to keep the size of the resource manageable, we employ a frequency cutoff of 10.
This means that only syntactic ngrams appearing at least 10 times in the corpus are included.



THE COLLECTIONS

nodes / extended-nodes

Items in the “nodes” dataset represent single content words (as well as their part-of-speech
tags and their dependency-relation to the word they modify).

These are useful for answering questions such as “in what syntactic context is this word
being used” as well as “what are the most dominant subjects in a given year”.

In the “extended-nodes” dataset, the functional markers of the the main content word are
included as well.

Examples

nodes:

matter matter/NN/dobj/0 6202639
matter matter/NN/nsubj/0 3938399

extended nodes:
matter any/DT/det/2 matter/NN/nsubj/0 22318
matter did/VBD/aux/3 not/RB/neg/3 matter/VB/ROOT/0 212222

arcs / extended-arcs

Items in the “arcs” dataset represent direct relations between two content words.

In the “extended-arcs” dataset, the functional markers of the the main content word are
included as well.

The arcs datasets reflect direct head-modifier relations, which are the predominant source of
information in current-day syntax-based lexical-semantic models.

Some example of queries that can be issued against this dataset include include adjecitivial
modifiers of a given noun, verbs a given noun is object of, and conjoined nouns.

Examples

arcs:

efficiency statistical/JJ/amod/2 efficiency/NN/pobj/0 1099
efficient efficient/JJ/amod/0 or/CC/cc/1l effective/JJI/conj/1 1160

extended-arcs:
emerge to/TO/aux/2 emerge/VB/xcomp/0 as/IN/prep/2 a/DT/det/5 force/NN/pobj/3 1434

biarcs / extended-biarcs



Items in the “biarcs” dataset reflect higher-order dependency relations that involve two arcs --
three connected content words.

In the “extended-biarcs” dataset, the functional markers of the the main content word are
included as well.

The biarcs datasets allows modeling information involving interactions between two modifiers
of the same head, e.g. subject and object of the same verb (boy, ate, cookies), as well as
complex arguments of a head, e.g. adjectivial modifier of a verb’s argument ((small, boy),
ate).

By abstracting over the middle element, we could also get second-order information, e.g.
(boy, *, cookies) and ((small, *), ate).

By further abstracting over the words, one may uncover second-order syntactic phenomena:
maybe some verbs are more likely to have adjectives to their subjects than others?

Examples

biarcs:

experience that/IN/compl/3 patients/NNS/nsubj/3 experience/VB/ccomp/0 3092
experience very/RB/advmod/2 good/JJ/amod/3 experience/NN/attr/0 1400
experienced experienced/VBD/ROOT/0 great/JJ/amod/3 difficulty/NN/dobj/1 4758

extended biarcs:

expect therefore/RB/advmod/4 one/PRP/nsubj/4 would/MD/aux/4 expect/VB/ROOT/0 3831
expect to/TO/aux/2 expect/VB/xcomp/0 that/IN/compl/5 will/MD/aux/5 be/VB/ccomp/2
9927

triarcs / extended-triarcs

Item in the “triarcs” dataset include all relations involving three arcs -- 4 content words.

In the “extended-triarcs” dataset, the functional markers of the the main content word are
included as well.

The locality of the dependency representation causes this set of three-arcs structures to be
large, sparse and noisy -- many of the relations may appear random because some arcs are
in many cases almost independent given the others. However, some of the relations are
known to be of interest, and we hope more of them will prove to be of interest in the future.

Some of the interesting relations include:
* modifiers of the head noun of a subject or object in a (subject, verb, object) construction:
((small,boy), ate, cookies), (boy, ate, (tasty, cookies)), and with abstraction: adjectives that a



boy likes to eat: (boy, ate, (tasty, *))
* arguments of an embeded verb (said, (boy, ate, cookie) ), (said, ((small, boy), ate) )
* modifiers of conjoined elements ( (small, boy) (young, girl) ) ( (small, *) (young, *))

* relative clause constructions ( boy, (girl, with-cookies, saw) )

Examples

triarcs:

feel feel/VBP/ROOT/0 that/IN/compl/3 is/VBZ/ccomp/l wrong/JJ/acomp/3 1864

feel how/WRB/advmod/3 you/PRP/nsubj/3 feel/VB/ROOT/0 now/RB/advmod/3 2451

feel how/WRB/compl/3 i/PRP/nsubj/3 feel/VBP/ccomp/0 about/IN/prep/3 it/PRP/pobj/4
5976

feel i/PRP/nsubj/2 feel/VB/ROOT/0 sorry/JJ/acomp/2 for/IN/prep/3 him/PRP/pobj/4
2566

extended triarcs
feel how/WRB/advmod/4 do/VBP/aux/4 you/PRP/nsubj/4 feel/VB/ROOT/0 about/IN/prep/4
being/VBG/pcomp/5 1092

feel i/PRP/nsubj/4 do/VBP/aux/4 not/RB/neg/4 feel/VB/ccomp/0 so/RB/advmod/6
good/JJ/acomp/4 1323

feel feel/VBP/ROOT/0 something/NN/dobj/l rising/VBG/partmod/2 in/IN/prep/3
my/PRP$/poss/6 breast/NN/pobj/4 228

quadarcs / extended-quadarcs

In contrast to the the previous datasets, the “quadarcs” dataset includes only a subset of the
possible relations involving 4-arcs (5 content words).

We chose to focus on relations which are attested in the literature (Pado and Lapata 2007,
appendix A), namely structures consisting of two chains of length 2 with a single head:
( (small, boy), ate, (tasty, cookie) ).

In the “extended-quadarcs” dataset, the functional markers of the the main content word are
included as well.

Examples

quadarcs:
constitute parts/NNS/nsubj/4 of/IN/prep/l compilation/NN/pobij/2
constitute/VBP/ROOT/0 one/CD/num/6 work/NN/dobj/4 113



constituted extraordinary/JJ/amod/2 vigour/NN/nsubj/3 constituted/VBD/rcmod/0
one/CD/dobj/3 of/IN/prep/4 features/NNS/pobj/5 116

extended-quadarcs:

constitute a/DT/det/2 majority/NN/nsubj/7 of/IN/prep/2 the/DT/det/5 board/NN/pobj/3
shall/MD/aux/7 constitute/VB/ROOT/0 a/DT/det/9 quorum/NN/dobj/7 for/IN/prep/9
the/DT/det/12 transaction/NN/pobj/10 158

verbargs / unlex-verbargs

The “verbargs” datasets include verbs with all of their immediate modifiers, as well as
functional-markers of the head word and all of its modifiers.

In the “unlex-verbargs” dataset, the head token is always lexicalized, but the other tokens are
lexicalized only if the word appears in the predefined list of words given in Appendix B, and
unlexicalized otherwise. The word list is constructed by taking the top-1000 most frequent
words in the eng-1M subset of the corpus.

The lexicalized version can be used for modeling interactions between the different modifiers
of the verb, as well as to assist in dependency-based language modeling (as all of the
modifiers are guaranteed to be present).

This unlexicalized version is meant for the study of subcategorization frames.

Examples

verbargs:

covering hands/NNS/nsubj/2 covering/VBG/dep/0 her/PRPS$/poss/4 face/NN/dobj/2
106

covers as/IN/mark/3 water/NN/nsubj/3 covers/VBZ/advcl/0 the/DT/det/5 sea/NN/dobj/3
126

unlex-verbargs:
cut he/PRP/nsubj/2 cut/VBD/conj/0 the/DT/det/4 *W*/NN/dobj/2 from/IN/prep/2
the/DT/det/7 *W*/NN/pobj/5 103

cut the/DT/det/2 *W*/NN/nsubj/3 cut/VBD/ccomp/0 a/DT/det/5 *W*/NN/dobj/3 248

nounargs / unlex-nounargs

The “nounargs” datasets include nouns with all of their immediate modifiers, as well as
functional-markers of the head word and all of its modifiers.

In the “unlex-nounargs” dataset, the head token is always lexicalized, but the other tokens are
lexicalized only if the word appears in the predefined list of words given in Appendix B, and



unlexicalized otherwise. The word list is constructed by taking the top-1000 most frequent
words in the eng-1M subset of the corpus.

The lexicalized version represent something very similar to NP-chunks, which are, broadly,
“things” that people talk about. In addition, the lexicalized version can be used for modeling
interactions between the different modifiers of a noun, as well as to assist in
dependency-based language modeling (as all of the modifiers are guaranteed to be present).

This unlexicalized version can be used to study linguistic modification patterns for nominal
words, answering questions like: are some words more likely to have more adjectives than
others? Are nouns with a specific syntactic function (e.g. direct objects) are more likely to be
modified than other nouns? and so on.

Examples

nounargs:

hinduism the/DT/det/3 new/JJ/amod/3 hinduism/NN/pobij/0 119

hinduism the/DT/det/2 hinduism/NN/pobj/0 of/IN/prep/2 bali/NNP/pobj/3 12
hinduism rajput/NNP/nn/2 hinduism/NNP/conj/0 in/IN/prep/2 rajasthan/NNP/pobj/3
14

unlex-nounargs:
gutter the/DT/det/4 *W*/JJ/amod/4 *W*/JJ/amod/4 gutter/NN/pobj/0 169
guy a/DT/det/2 guy/NN/dobj/0 from/IN/prep/2 the/DT/det/5 *W*/NN/pobj/3 140



UNDERLYING CORPORA

This dataset is based on the English Google Books corpus. This is the same corpus used to
derive the Google Books Ngrams, and is described in detail in Michel et.al 2011.

The corpus consists of the text of 3,473,595 English books which were published between
1520 and 2008, with the majority of the content published after 1800.

We provide counts based on the entire corpus, as well as on several subsets of it.

English (eng) All the available books.
English 1M (eng-1M) Uniformly sampled 1 million books.
Fiction (eng-fiction) Works of Fiction

American English (eng-us) Books published in the US.
British English(eng-gb) Books published in Britain.
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Appendix A -- functional marker relations

The following Stanford-dependencies relations are treated as functional-markers and not as
content-bearing words:

det
poss
neg

aux
auxpass
ps

mark
complm
prt

Appendix B -- 1000 most frequent words in the eng-1M corpus.
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